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• Motivation 

• Background 

• Cloud databases 

• Techno-economic analysis of hybrid clouds 

• Optimization of computation based on location, 
content and QoS 

• Secure cloud access using HIP 

• Conclusions 
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Server problems due to load common 
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Operator profitability declining 
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Mobile Cloud gains interest 
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http://www.itu.int/en/ITU-T/focusgroups/cloud/Pages/default.aspx
http://www.alcatel-lucent.com/new-thinking/market-growth/cloud.html
http://www.itu.int/en/ITU-T/focusgroups/cloud/Pages/default.aspx
http://www.computerworlduk.com/news/it-business/3305626/ericsson-to-launch-cloud-services/
http://www.nokiasiemensnetworks.com/portfolio/liquidnet
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Cloud Service Models 
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Vision 
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Cloud service models in mobile networks 
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Max Goff (2004): 

 

1. The network is reliable 

2. Latency is zero 

3. Bandwidth is infinite 

4. The network is secure 

5. Topology doesn't change 

6. There is one administrator 

7. Transport cost is zero 

8. The network is homogeneous 

 

All claims will be proven false sooner or later 

Fallacies of distributed computing 
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• Consistency, Availability and Partition tolerance 
• Consistent data operations can be linearized, which 

means that clients will not detect any difference in the 
state of the data between a single or distributed 
systems 

• Availability defines the probability that each data node 
responds to a client request in a certain time interval 

• Partition tolerance defines how well the system can 
recover from message losses or data corruptions 

• Eric Brewer (2000): impossible to optimize the 

distributed system by all three aspects at the 

same time 

• Andras Vajda (2012): Computation, networking 

and storage cannot be optimized simultaneously 

• We applied to SLA (latency, throughput, 

availability) 

 

CAP theorem 
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NoSQL databases in telecommunication 

networks 
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Short Message Service and hybrid 

cloud 
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• Short messages still one of the 
most profitable mobile services 

• 2010: 6 trillion SMS messages 
worldwide, á ~10 cent 

• By 2015 SMS revenues will 
shrink by 40% (STL Partners) 

• Sudden peak loads tenfold to 
normal peaks 

• Virtualize SMS Center (SMSC) 
code, utilize hybrid cloud to 
optimize performance and costs 

• Our test case: 10 million 
customers, 10 billion 
messages/year (0-500 req/s) 

Private cloud 

Public cloud 
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http://www.telco2research.com/articles/AN_text-sms-on-fire-OTT-burn-revenue_summary
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• Load varies, VM startup time 
can be minutes => need for 
prediction 

• Reactive or proactive models 

• Optimization based on  

• Performance, deadline, cost, 

energy or any combination 

• By client or service provider 

• Autoregressive Moving 
Average (ARMA) suits well to 
stationary data 

• First order ARMA filter 
applied 

• Parameters selected offline 
method; online? 

Dynamic resource provisioning 
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Proof of concept 

5/8/2012 
14 

OpenNebula Amazon EC2 

• Services and functions 
implemented by: 

• Public cloud: Amazon EC2 

• Private cloud: OpenNebula 

• SMSC simulator: SMPPSim 

• SMS load: OpenSMPP 

• Load Balancer: HAProxy 

• Monitor: TCPSTAT 

• Resource Allocator: XML-

RPC 

http://aws.amazon.com/ec2/
http://opennebula.org/
http://www.seleniumsoftware.com/
http://sourceforge.net/projects/smstools/
http://haproxy.1wt.eu/
http://www.frenchfries.net/paul/tcpstat/
http://www.xmlrpc.com/
http://www.xmlrpc.com/
http://www.xmlrpc.com/
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Cost optimum 
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• 515 hours with public cloud and  
205 hours with private cloud 

• Private cloud can manage 190 
req/s→2 VMs (100 per VM) 

• Rest 0-3 VMs in public cloud 

 

• Set k=0 (transfer free) → 

 

 

 

• As proven by Joe Weinman 
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SMSC cost comparison 
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All in public: $13 396 All in private: $13 980 Hybrid: $12 190 
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Optimisation of computation 

Source: H. Zhang, G. Jiang, K. Yoshihira, H. Chen, and 

A. Saxena. Intelligent workload factoring for a hybrid 

cloud computing model. In Proceedings of the 2009 

Congress on Services - I, pages 701–708, Washington, 

DC, USA, 2009. IEEE Computer Society. 

Video stream workload on Yahoo! Video web service 

VM 
VM 

• Slash-dot effect: during 
peak similar content 
accessed 

• 90% of IP addresses within 
2 time zones from middle 

• Optimize based on 
location, content, QoS 
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• Akamai expensive for SMEs 

• Need for more economic solution 

• Current alternatives such as Amazon CloudFront 

analyzed 

• Not optimal solution 

• Optimize content delivery based on 

• Location 

• QoS 

• Content type 

• Target: improved performance, cost and trust 

Content Delivery Networks (CDN) using 

cloud storage 
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Amazon Web Services and CloudFront 
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AWS Zone 

CloudFront 

Edge Network 
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Secure Multi-tenant Clouds with Host 

Identity Protocol (HIP) 
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Source: Miika Komu et al., Secure Multi-tenant Clouds with the Host Identity Protocol, submitted to ICCCN 2012 
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 Test system 

 OpenNebula and Amazon EC2 

 HAProxy Load Balancer, Rubis bidding service, 
HIP for Linux  

 Performance comparable with SSL 

 Future ideas 

 Use OpenStack for further experiments 

 Integrate of HIP support for cloud management 
software 

 Automated DynDNS integration 

 Virtual Machine migration 

 Larger installation for inter-cloud system 

 HIP for cloud thin clients (Amazon Silk)? 

 

Initial results and future ideas 
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Enhancing mobile performance with 

clouds 
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Open issues 

• Security 

• Usability 

• SLA 

• Business case 

• Energy 

• Hybrid cloud 

• Interoperability 

Parameters 

• Load 

• Location 

• SLA 

• Energy 

• Cost 

http://amazonsilk.wordpress.com/2011/09/28/introducing-amazon-silk/
http://www.apple.com/icloud/
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Conclusions 
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• Cloud computing applicable also to mobile apps 

• Text messaging used to verify the hybrid concept, 
business applications are elsewhere 

• More suitable to variable, sudden traffic peaks 

• Video, voice, ticket sales, gaming.. 

• Next  

• Web use cases 

• Comparison of proactive dynamic resource 

provisioning algorithms with different traffic patterns 

• Content delivery using clouds 

• Secure access to cloud 

• Cloud interoperability  
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Questions? 

 

Contact:  
yrjo.raivio@aalto.fi 

miika.komu@aalto.fi 

ramasivakarthik.mallavarapu@aalto.fi 

mailto:yrjo.raivio@aalto.fi
mailto:miika.komu@aalto.fi
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